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Abstract—Detectable Byzantine Agreement (DBA) protocols
abort rather than risk inconsistent decisions when verification
fails. Quantum variants (QDBA) implement this detectability via
multipartite entanglement checks, but in photonic networks non-
uniform noise across participants makes these checks brittle: a
handful of noisy nodes can trigger needless aborts or conceal ad-
versarial behavior. We introduce two drop-in diagnosis methods
that run during the standard entanglement-verification step of
QDBA protocols: (i) a batch health check that detects both state
leakage and insufficient fidelity, and (ii) a per-node diagnosis that
estimates each participant’s error rates and labels loss-biased
outliers. The methods require no extra quantum rounds and add
only modest classical overhead. In simulations, the batch health
check substantially reduces false accepts while preserving clean-
batch acceptance, and the per-node diagnosis reliably flags noisy
Lieutenants and the Commander at practical verification sizes.
The techniques are compatible with existing QDBA protocols.

I. INTRODUCTION

Byzantine Agreement (BA) is foundational to fault-tolerant
distributed systems [1]–[3]. Here, we call a party non-faulty
if it follows the protocol and remains within specified error
thresholds; both adversarial deviations and non-malicious (ac-
cidental) failures count as faulty. Quantum Detectable Byzan-
tine Agreement (QDBA) realizes detectability: parties either
agree or explicitly abort the session based on correlations of
distributed entangled quantum states [4]–[7]. Such correlations
are routinely verified with entanglement-witness or Bell-type
tests [8], [9]. QDBA is used to reach consensus in a distributed
quantum-computing network, where quantum networking is
native [10]–[12].

In this work we focus on photonic networks where heteroge-
neous noise (loss and detector asymmetries) is common [10],
[13], [14] and can make detectability brittle: different partici-
pants experience different fiber path lengths and components,
resulting in different noise levels. Single-photon detectors have
a threshold for detecting a logical 1 and a non-zero probability
of detecting a logical 1 when no photon is present; the 1→0
(loss-biased) error rate therefore typically exceeds the 0→ 1
rate. Accordingly, we emphasize the loss-biased subtype in
this work. This bias is well documented [15]–[17].

In photonic implementations, hardware imperfections cor-
rupt protocol data in two different ways: (i) leakage, which
causes photon loss or spurious detection events that fall outside
the expected measurement outcomes, and (ii) in-support drift,
which keeps the qubits within the valid computational space
but biases the measured bit-string frequencies. Our batch
health check explicitly separates these regimes by employing

a leakage-detection gate followed by a conditional fidelity test
on the remaining valid outcomes. Furthermore, we identify the
noise level per-node to account for the physical asymmetries
inherent in photonic hardware.

This brittleness is not addressed by existing quantum error-
mitigation techniques, which operate mostly below the proto-
col layer (e.g., calibration and distillation) and do not localize
noisy participants during the protocol execution [18]–[22];
fully fledged quantum error correction could in principle
overcome noise but remain resource-intensive in near-term
quantum networking [10].

A. Contributions

We add lightweight, protocol-layer diagnosis to the entan-
glement verification step of standard QDBA protocols:

• Batch Health Check: Rejects batches with excessive
leakage (outcomes that should be impossible for the
ideal distributed quantum state) or distributional drift
(outcomes are within the allowed results, but their relative
frequencies are skewed compared to the distribution of
the ideal distributed quantum state).

• Per-Node Diagnosis: Tags participants as noisy or clean
via one-sided Wilson bounds [23] based on their individ-
ual error rates. Noisy participants are further labeled as
loss-biased (1→0), depending on the error bias.

• Compatibility & Cost: Drop-in at the entanglement verifi-
cation step; no extra quantum rounds are required, only a
modest classical overhead; orthogonal to calibration and
distillation.

Our contribution focuses on diagnosis at the protocol layer,
where we analyze the classical measurement records generated
by the QDBA entanglement distribution. While the diagnostic
computations themselves are classical, they are specifically
designed to identify characteristics that arise from the quantum
hardware.

B. Related Work

QDBA protocols use multipartite quantum correlations to
realize agreement-or-abort in the presence of faulty parties [4],
[5]. Entanglement-based variants include the four-photon con-
struction proposed in [24] and experimentally demonstrated
in [6]. Recent protocol designs explore GHZ-type resources
and EPR-only constructions [25], [26], while resource anal-
yses study verification sample costs under realistic noise [7].
Our work does not modify the underlying QDBA primitive;
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instead, it extends the standard entanglement-verification step
with a lightweight batch gate and per-node diagnosis tailored
to heterogeneous photonic noise.

Section II reviews the baseline protocol we build upon.
Section III presents our batch health check and per-node
diagnosis. Section IV evaluates these methods via simulation.
Finally, Section V discusses implications and outlines future
work.

II. PRELIMINARIES

We build on the QDBA protocol of [27] with one Comman-
der and n− 1 Lieutenants. Each round distributes k copies of
an n-party entangled state |Ψn⟩ and performs a health check
of the distributed quantum state on a public-random subset
S ⊂ {1, . . . , k}. The copies not selected for this check are
used to execute detectable broadcast, following the remainder
of the original protocol without modification.

A. Baseline Protocol

Unlike a standard GHZ state, whose Z-basis measurement
produces only two computational-basis outcomes, the state
|Ψn⟩ of [27] has |A| = 2n allowed joint outcomes: two
deterministic outcomes (00, 1⊗(n−1)) and (11, 0⊗(n−1)), each
with probability 1/3, and 2(n − 1) probabilistic outcomes
where the Commander measures 01 (resp. 10) and exactly
one Lieutenant differs from the rest, each with probability
1/(6(n− 1)). Outcomes outside A are treated as leakage.

1) Verification Step (Baseline): The baseline protocol [27]
accepts a batch if the support fidelity

Fsupp =
1

|S|
∑
i∈S

1[(Commanderi, Lieutenantsi) ∈ A]

exceeds 1−τleak [27]. In addition, NISQ-compatible mitigation
(DD on idle qubits and T-REx at readout) is applied, which
does not change our diagnosis logic.

2) System Assumptions: Authenticated classical channels
and a short-message broadcast are available [2], [28]; a public
randomness beacon (or shared seed) selects S and measure-
ment settings. Safeguards against transcript fabrication (e.g.,
trap rounds and commit-and-reveal) are orthogonal to our
diagnosis and are not re-proved here.

III. NOISE-DIAGNOSIS METHODS

We extend the verification step of the baseline protocol [27]
with lightweight methods to estimate the overall batch health
and the per-node noise levels of Lieutenants and the Com-
mander. All Wilson bounds in this section are one-sided at
level α = 0.05 [23]. (A Wilson bound is a confidence-interval
method for binomial proportions that remains reliable at small
sample sizes, unlike the normal approximation.)

We continue to operate on k preparations of |Ψn⟩ and
reserve S ⊂ {1, . . . , k} for diagnosis, selected by the same
public randomness beacon that selects the verification subset
in the baseline protocol [27]. Increasing the verification subset
size S tightens our estimates but leaves fewer rounds available
for the consensus protocol.

We divide S into two subsets: Sdet and Sprob depending on
the Commander’s measurement outcome:

• Sdet: The subset of indices where the Commander mea-
sures |00⟩ or |11⟩ and consensus is reached deterministi-
cally.

• Sprob: The subset of indices where the Commander
measures |01⟩ or |10⟩ and consensus is reached proba-
bilistically.

For the batch health check, proposed in this work, the
measured quantities are computed on the whole S. By contrast,
our per-node diagnosis is restricted to Sdet, where each Lieu-
tenant’s expected bit is fixed by the Commander’s outcome.
Using Sprob for per-node diagnosis is not recommended
because it is more susceptible to noise due to the probabilistic
nature of the measurement outcomes.

A. Batch Health Check

We extend the baseline verification step with a two-gate
batch test that separates (i) leakage from (ii) in-support drift
across allowed patterns. A batch is accepted only if both gates
pass; per-node diagnosis is still run regardless of acceptance.

1) Leakage Gate: Let q̂leak be the fraction of indices in
S whose joint outcome lies outside A. We reject when the
one-sided Wilson upper bound exceeds the tolerance:

U(q̂leak, |S|) > τleak.

2) In-Support Fidelity Gate: If leakage passes, we con-
dition on A. Let NS(ω) count outcome ω ∈ A in S and
define p̃S(ω) = NS(ω)

/∑
ω′∈A NS(ω

′). We compare p̃S to
the ideal distribution pid (two deterministic patterns at 1/3
each; 2(n − 1) probabilistic patterns at 1/(6(n − 1)) each)
using

Fc(S) =
(∑
ω∈A

√
p̃S(ω) pid(ω)

)2

,

and require Fc(S) ≥ τfid. Unlike Fsupp, which is used in
the baseline protocol [27], Fc is sensitive to which Lieutenant
becomes an outlier inside the probabilistic branch, which is
typical under heterogeneous photonic loss.

B. Per-Node Diagnosis

Per-node diagnosis runs on the deterministic subset Sdet =
{i ∈ S : Commanderi ∈ {00, 11}}, where each Lieutenant’s
measurement outcome is fixed by the Commander’s result.

1) Lieutenant Diagnosis: On Sdet we count outcome-
conditional errors for each Lieutenant. With Lieutenants in-
dexed by ℓ ∈ {1, . . . , n − 1}, we form one-sided Wilson
bounds (L

(b)
ℓ , U

(b)
ℓ ) for each expected outcome b ∈ {0, 1}.

A Lieutenant is flagged as noisy if the lower bound on its
worst-case conditional error rate clears a gate:

Ltot
ℓ ≡ max

(
L
(0)
ℓ , L

(1)
ℓ

)
> εflag.

Among flagged Lieutenants we additionally annotate loss-
biased (1→0) if

gℓ ≡ L
(1)
ℓ − U

(0)
ℓ > ε∆.



This annotation does not affect batch acceptance; it distin-
guishes photon loss from false clicks and can guide the
appropriate mitigation.

2) Commander Diagnosis: Because the Commander’s ex-
pected outcome is not directly available from Sdet, we instead
use indices where Lieutenants are unanimous:

Sclean = { i ∈ S : Lieutenantsi ∈ {1⊗(n−1), 0⊗(n−1)} }.

For i ∈ Sclean we infer the Commander’s expected outcome
b̂(i) ∈ {00, 11} from unanimity and compare it to the
Commander’s two measured bits to obtain directional error
counts; Wilson bounds and the same flagging and loss-bias
rules are then applied. Each node is ultimately labeled clean
or flagged (noisy), with optional subtype loss-biased (1→0).

IV. EVALUATION

To produce practical, close-to-reality data we use a fully
software simulation of PERCEVAL by Quandela [29]1 which is
an open source python framework for programming photonic
quantum computers.

A. Goals and Questions

With our simulations, we validate our contributions by
evaluating the following two questions:

Batch Health Check (C1): Compared with the baseline
QDBA protocol [27] which only verifies the entanglement
quality via Fsupp, does adding a leakage check reduce false
accepts under heterogeneous loss, while preserving the accep-
tance of clean batches?

Per-Node Diagnosis (C2): For practical verification budgets
S, do one-sided Wilson intervals separate noisy participants
from clean ones? We examine this in two scenarios: one
where a noisy Lieutenant introduces errors, and one where
the Commander itself is the noisy party.

While we also claim that our noise diagnosis is lightweight
and easy to implement, we do not benchmark runtime on
hardware in this paper; instead, we provide an analytical
overhead accounting in Section IV-D.

B. Simulation Setup

1) Roles: We simulate n = 6 generals (one Commander,
five Lieutenants) and distribute k preparations of |Ψn⟩ per
round. The verification set S is a fixed fraction of the total,
|S| = k/4. This split yields tighter one-sided Wilson bounds,
while keeping 75% of preparations available for execution;
increasing |S| narrows confidence intervals.

2) Noise Model: Since our verification data consist of Z-
basis bitstrings, we model the detection and readout process
at each node as an asymmetric binary channel. For a node x
with ideal bit b and observed bit y:

Pr[y = 0 | b = 1] = p1→0
x , Pr[y = 1 | b = 0] = p0→1

x .

In photonics, p1→0
x captures loss/inefficiency (dominant) and

p0→1
x captures false clicks. In our notation, pC and pL parame-

terize the dominant 1→0 component for Commander-side and

1Code: https://github.com/kevinbogner/noise-est-sim.

Lieutenant-side measurements, respectively. The Commander
is typically co-located with the entanglement source or a well-
calibrated central station (shorter paths, fewer connectors),
whereas Lieutenants traverse additional fiber and components
that introduce insertion loss and efficiency mismatch. Accord-
ingly, we set pC = 0.01 and pL = 0.03 (pC < pL), unless
stated otherwise. We do not add an additional symmetric bit-
flip channel, and rare 0→1 events are modeled via dark counts
in the photonic backend.

We do not model arbitrary qubit-level depolarizing or
phase-flip channels in the diagnosis layer; those effects are
represented through their impact on the observed outcome
distribution induced by the photonic backend.

3) Decision Thresholds: Batch acceptance requires both a
leakage gate and a fidelity floor to pass:

U(q̂leak, |S|) ≤ τleak and Fc(S) ≥ τfid.

For our simulations, we use τleak = 0.135 and τfid = 0.89.
Per-Lieutenant diagnosis uses the same one-sided Wilson
bounds computed on Sdet. Wilson bounds use α = 0.05.
Nodes get flagged as noisy when εflag = 0.05:

Ltot
ℓ ≡ max

(
L
(0)
ℓ , L

(1)
ℓ

)
> εflag ⇒ flagged,

and noisy nodes get additionally flagged as loss-biased (1→0)
when

gℓ ≡ L
(1)
ℓ − U

(0)
ℓ > ε∆, ε∆ = 0.005.

4) Threshold Calibration for Deployment: The numerical
thresholds above are fixed for this study; for deployment they
should be calibrated from clean reference batches. Choose a
target per-gate clean-batch false-reject rate β and collect B
clean batches. Set τleak to the (1−β)-quantile of U(q̂leak, |S|)
over clean batches, and set τfid to the β-quantile of Fc(S)
over clean batches. For per-node labeling, set εflag from an
acceptable maintenance-trigger rate (or equivalently from a
clean quantile of max(L

(0)
x , L

(1)
x )), and set ε∆ to the minimum

bias gap that warrants different operational interventions. To
control family-wise false flags across directional tests, one can
use a Bonferroni split αdir = αFW/(2n).

5) Photonic Backend: Simulations use the fully software
PERCEVAL photonic stack to model source and interferometer
effects that primarily distort in-support frequencies. Detector
dark counts are modeled by a per-detector rate dcr = 10Hz
and a 1 ns coincidence window; the accidental-click proba-
bility per window is ≈ dcr × 1 ns = 10−8 and appears as
rare out-of-support (leakage) events. Source and interferometer
imperfections follow PERCEVAL’s built-ins:(
g(2)(0), indist, ϕerr, ϕimp

)
= (0.01, 0.92, 0.01, 0.02),

where g(2)(0) proxies multi-photon contamination (lower is
better), indist is photon indistinguishability (drives inter-
ference visibility), and (ϕerr, ϕimp) capture random jitter and
static phase offsets in the interferometer. These parameters
are distinct from (pC, pL): they model backend interference
quality and phase stability rather than node-local readout

https://github.com/kevinbogner/noise-est-sim
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Fig. 1. Batch Health Check (C1). 120 batches populate the policy plane(
U(q̂leak, |S|), Fc(S)

)
. Dashed lines mark our gates

(
U(q̂leak, |S|) ≤

τleak, Fc(S) ≥ 0.89
)
, and the dotted vertical line marks the baseline

support-only boundary U(τleak, |S|). In this run, • are accepted by both
policies (65 batches); ■ are accepted only by the baseline protocol (51
batches); × are rejected by both policies (4 batches).

asymmetry. The global scaling factor is set to 1.0 (all noise
channels enabled at nominal strength).

C. Metrics

To answer the C1 question, we compare the baseline
QDBA protocol [27] with our proposed batch health check:
(i) Support-only, the baseline protocol’s rule that accepts when
the support-compliance rate Fsupp clears 1−τleak (equivalently
q̂leak ≤ τleak); (ii) Leakage-check, our batch health check that
additionally requires U

(
q̂leak, |S|

)
≤ τleak and Fc(S) ≥ τfid.

In total we simulate 120 batches: 100 heterogeneous-noisy
stress batches and 20 clean reference batches. We have three
categories of batches: (i) Both-accept, accepted by both poli-
cies (baseline [27] and our proposed policy); (ii) Baseline-only,
accepted only by the baseline protocol [27]; (iii) Both-reject,
rejected by both policies. This is depicted in Figure 1.

For question C2, Figure 2 shows the per-Lieutenant flag rate
by sweeping the verification size |S| and the Lieutenant’s noise
rate pL (4%, 6%, and 8%). We set the flag gate to εflag = 0.05;
under this threshold, 6% and 8% are above-threshold noisy
cases, while 4% is a near-threshold reference. Every data entry
is the average of 100 trials. The detection rises sharply with
increasing verification size. Also noisier Lieutenants are easier
to detect even with smaller verification size.

For the Commander per-node diagnosis, we do a similar
simulation depicted in Figure 3. We set the flag gate to εflag =
0.05 and every data entry is the average of 100 trials. For the
noise rate we set the Commander noise rate to 4%, 6%, and 8%
for our simulation. We use the same verification-sizes as in the
Lieutenant simulation. Similar as in the Lieutenant simulation,
the detection rises sharply with increasing verification size. We
do not simulate the loss-bias label.
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Fig. 2. Per-Node Diagnosis (C2): Per-Lieutenant flag rate as a function of
verification budget |S| and physical loss pL (simulated at 4%, 6%, and 8%).
Flag threshold is εflag = 0.05. Curves average 100 trials; markers show
means, lines join neighbouring budgets.
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Fig. 3. Per-Node Diagnosis (C2): Per-Commander flag rate as a function
of verification budget |S| and physical loss pC (simulated at 4%, 6%, and
8%). Flag threshold is εflag = 0.05. Curves average 100 trials; markers show
means, lines join neighbouring budgets.

D. Overhead Accounting

Our proposed modifications add no extra quantum rounds.
For a batch, leakage and histogram tallying over S is O(|S|),
and computing Fc is O(|A|) with |A| = 2n for |Ψn⟩. Per-node
analysis over Sdet costs O(n|Sdet|) for directional error count-
ing plus O(n) Wilson evaluations. Classical communication
changes little versus the baseline protocol [27]: parties already
exchange verification outcomes, and our method primarily
adds local post-processing.

V. DISCUSSION AND FUTURE WORK

Our simulations show that adding protocol-layer diagnosis
to the entanglement verification step can improve robustness of
photonic QDBA under heterogeneous noise without additional
quantum rounds. A leakage gate plus an in-support fidelity
floor rejects noisy entanglement batches that a support-only
check would accept (Figure 1), while per-node diagnostics can
separate clean from noisy participants (Figures 2 and 3). All
results use a fully software-based PERCEVAL stack; hardware
validation is needed to further test these assumptions.



Beyond the reported experiments, a potentially useful di-
rection is to broaden simulations in scale, noise, and protocol
variants. Current experiments inject only one noisy party; with
multiple noisy parties we expect concurrent flags when enough
samples remain, but detection power decreases as leakage
and Commander noise increase. Adversarial behavior (e.g.,
classically simulating outcomes) is outside this paper’s formal
analysis and is addressed by trap rounds and commit-and-
reveal. Our diagnosis is orthogonal to the calibration of devices
and can serve as adjustment signals for hardware maintenance.
Finally, our approach makes diagnosis sensitive to Commander
noise; when the Commander drifts, the diagnosis degrades.
Quantifying and reducing this sensitivity is a future target.
Overall, we provide a minimal drop-in batch and per-node
diagnosis layer.
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[7] Z. Guba, I. Finta, Á. Budai, L. Farkas, Z. Zimborás, and A. Pályi,
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